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Pre-trained and Large Language Models 

Pre-training and Fine-tuning
Recap

- Pre-train a model on a large dataset for task X, then fine-tune it on a dataset for task Y

- Fine-tuning is the process of taking the network learned by these pre-trained models, and further training the 
model, often via an added neural network classifier that takes the top layer of the networks as input, to perform 
some downstream task.

- Fine-tuning is a training process and takes gradient descent steps
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Pre-training and Fine-tuning
Recap

- Experiments on GLEU (Wang et al., 2019)
- # of examples range between 2.5K and 392K examples

Pre-trained and Large Language Models 
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Class Objective
This lecture

- Post-BERT models of pre-training / fine-tuning

- GPT-3: prompting and in-context learning

- Instruction tuning, RLHF, ChatGPT, GPT-4, …

- Limitations of LLMs

Pre-trained and Large Language Models 



Post-BERT models  
for Pre-training/Fine-tuning
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Post-BERT models 
RoBERTa

- BERT is still under-trained 

- Removed the next sentence prediction pre-training — it adds more noise than benefits! 

- Trained longer with 10x data & bigger batch sizes 

- Pre-trained on 1,024 V100 GPUs for one day in 2019

Pre-trained and Large Language Models 

(Liu et al., 2019): RoBERTa: A Robustly Optimized BERT Pretraining Approach
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Post-BERT models 
ALBERT

- Key idea: parameter sharing across different layers + smaller embedding sizes

- AlBERT models have less # of parameters (less storage), but they can be slower because the model 
architectures are larger

Pre-trained and Large Language Models 

(Lan et al., 2020): ALBERT: A Lite BERT for Self-supervised Learning of Language Representations



8Introduction to Natural Language processing

Post-BERT models 
DistillBERT / TinyBERT / MobileBERT

- Key idea: produce a smaller model (student) that distill information from the BERT models (teacher)

Pre-trained and Large Language Models 

(Sanh et al., 2019): DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter
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Post-BERT models 
ELECTRA

- ELECTRA provides a more efficient training method, because it predicts 100% of tokens (instead of 15%) every 
time

- Only the discriminator will be used for downstream fine-tuning

Pre-trained and Large Language Models 

(Clark et al., 2020): ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators
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Post-BERT models 
Three major forms of pre-training

- Masked language models = Transformer encoder

- Autoregressive language models = Transformer decoder

- Text-to-text models = Transformer encoder-decoder

Pre-trained and Large Language Models 
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Post-BERT models 
Text-to-text models

- So far, encoder-only models (e.g., BERT) enjoy the benefits of bidirectionality but they can’t be used to generate 
text

- Decoder-only models (e.g., GPT) can do generation but they are left-to-right LMs..

- Text-to-text models combine the best of both worlds!

Pre-trained and Large Language Models 

(Raffel et al., 2020): Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
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Post-BERT models 
T5 models

Pre-trained and Large Language Models 

(Raffel et al., 2020): Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
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Post-BERT models 
How to use these pre-trained models?

Pre-trained and Large Language Models 



GPT-3: Prompting and In-context Learning
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GPT-3: Prompting and In-context Learning
From GPT to GPT-2 to GPT-3

Pre-trained and Large Language Models 

- All decoder-only Transformer-based language models

- Model size ↑, training corpora ↑

(Radford et al., 2019): Language Models are Unsupervised Multitask Learners
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GPT-3: Prompting and In-context Learning
GPT-2 started to achieve strong zero-shot performance

Pre-trained and Large Language Models 
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GPT-3: Prompting and In-context Learning
Paradigm shift since GPT-3

Pre-trained and Large Language Models 

- Before GPT-3, fine-tuning is the default way of doing 
learning in models like BERT/T5/GPT-2

- SST-2 has 67k examples, SQuAD has 88k (passage, 
answer, question) triples

- Fine-tuning requires computing the gradient and applying 
a parameter update on every example (or every K 
examples in a mini-batch)

- However, this is very expensive for the 175B GPT-3 model
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GPT-3: Prompting and In-context Learning
GPT-3: Few-shot learning

Pre-trained and Large Language Models 

- GPT-3 proposes an alternative: in-context learning

- This is just a forward pass, no gradient update at all!

- You only need to feed a small number of examples (e.g., 
32) 

- (On the other hand, you can’t feed many examples at once 
too as it is bounded by context size)
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GPT-3: Prompting and In-context Learning
GPT-3: task specifications

Pre-trained and Large Language Models 
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GPT-3: Prompting and In-context Learning
GPT-3’s in-context learning

Pre-trained and Large Language Models 

(Brown et al., 2020): Language Models are Few-Shot Learners
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GPT-3: Prompting and In-context Learning
GPT-3 performance on SuperGLUE

Pre-trained and Large Language Models 

(Wang et al., 2019) SuperGLUE: A Stickier Benchmark for General-Purpose Language Understanding Systems
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GPT-3: Prompting and In-context Learning
GPT-3’s in-context learning

Pre-trained and Large Language Models 

(Brown et al., 2020): Language Models are Few-Shot Learners
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GPT-3: Prompting and In-context Learning
Chain-of-thought (CoT) prompting

Pre-trained and Large Language Models 

(Wei et al., 2022): Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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GPT-3: Prompting and In-context Learning
Emergent properties of LLMs

Pre-trained and Large Language Models 

(Wei et al., 2022) Emergent Abilities of Large Language Models



What happened after GPT-3?
(Is model size ↑, training corpora ↑ the only way to go?)
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What happened after GPT-3?
How was ChatGPT developed?

Pre-trained and Large Language Models 

- What’s new?
- Training on code

- Supervised instruction tuning

- RLHF = Reinforcement learning from human 
feedback
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What happened after GPT-3?
How was ChatGPT developed?

Pre-trained and Large Language Models 
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What happened after GPT-3?
InstructGPT: Supervised instruction tuning + RLHF

Pre-trained and Large Language Models 

(Ouyang et al., 2022): Training language models to follow instructions with human feedback
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What happened after GPT-3?
Supervised instruction tuning

Pre-trained and Large Language Models 
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What happened after GPT-3?
InstructGPT: Supervised instruction tuning + RLHF

Pre-trained and Large Language Models 

(Ouyang et al., 2022): Training language models to follow instructions with human feedback
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What happened after GPT-3?
InstructGPT: Supervised instruction tuning + RLHF

Pre-trained and Large Language Models 

(Ouyang et al., 2022): Training language models to follow instructions with human feedback
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What happened after GPT-3?
ChatGPT = InstructGPT + dialogue data

Pre-trained and Large Language Models 

(Ouyang et al., 2022): Training language models to follow instructions with human feedback
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What happened after GPT-3?
Recent models are getting smaller?

Pre-trained and Large Language Models 

(Touvron et al., 2023): LLaMA: Open and Efficient Foundation Language Models
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What happened after GPT-3?
GPT-4

Pre-trained and Large Language Models 

- GPT-4: a multi-modal model capable of processing image and text inputs and producing text outputs

- Model size and training details unknown

- Can process up to 32k context size
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What happened after GPT-3?
GPT-4

Pre-trained and Large Language Models 



Limitations of LLMs
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Limitations of LLMs
LLMs as a knowledge retriever

Pre-trained and Large Language Models 
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Limitations of LLMs
LLMs are costly to update

Pre-trained and Large Language Models 
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Limitations of LLMs
LLMs easily hallucinate

Pre-trained and Large Language Models 

- LLMs easily hallucinate and generate factually-incorrect text:
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Limitations of LLMs
LLMs easily hallucinate

Pre-trained and Large Language Models 

- LLMs easily hallucinate and generate factually-incorrect text:
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Limitations of LLMs
LLMs easily hallucinate

Pre-trained and Large Language Models 

- Solutions: generate text with citations that can be fact-checked
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