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Lecture Plan
1. Question answering 
2. Classes of QA: Closed-book, Open-book QA 
3. Retrieval-augmented Generation (RAG)

Notice: 
- Next lecture will be replaced with Colloquium Seminar 
- Date and Time: 5/28 AS 510 
- Title: Evaluation with socio-cultural awareness and multilingual LLMs



What is question answering?
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Answer (A)Question (Q)

The goal of question answering is to build systems that automatically 
answer questions posed by humans in a natural language



Question answering: a taxonomy
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Answer (A)Question (Q)

•What information source does a system build on? 
•A text passage, all Web documents, knowledge bases, tables, images.. 

•Question type 
•Factoid vs non-factoid, open-domain vs closed-domain, simple vs 

compositional, .. 

•Answer type 
•A short segment of text, a paragraph, a list, yes/no, …



Lots of practical applications
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2011: IBM Watson beat Jeopardy champions

7



2023-2025: ‘Expert level’ QA tasks

GPQA (PhD level science questions)



Expert level QA tasks

“Humanity’s last exam”



QA remains a huge area of interest

Many products, companies, focusing on QA



Different types of QA
1. Closed book QA 
•Parametric QA 

2. Open book QA 
•Reading Comprehension 
•Retrieval-augmented Generation (RAG)



Closed book QA

Closed book – answering the question with no access to external information 

Q&A done just by ‘predicting the next word’

Seoul is the capital of 	

When does this work? Why do we care about this setting?



Large language models can do open-domain QA well

Initially – for models like T5, people discovered LMs can directly answer questions

13Roberts et al., 2020. How Much Knowledge Can You Pack Into the Parameters of a Language Model?



LMs have remarkable knowledge about the world

Closed-book QA then took on an important role as a capability test .. 

MMLU



Closed book QA as a capability test

Many popular benchmarks 
(ARC-C, MMLU, GPQA, etc) 
are partially knowledge 
tests

(From HELM)



Is ‘parametric knowledge’ useful?
•Why is parametric knowledge a common capability test? 

•Easy to collect, easy to automatically grade (GPQA, Humanity’s last exam) 

•Knowledge is useful, even if you are going to do things like summarization 

•In practice, correlated with other model capabilities (Knowledge <-> scale) 

•Challenges of the parametric knowledge: 
•Hallucinations 
•Updating Knowledge (Continual learning) 
•…



Updating knowledge (continued pretraining)

One way to update knowledge – continue to do pretraining with domain-specific data

Unfortunately.. require tons of data (50+B)



Updating knowledge (synthetic CPT)

Synthetic continued pretraining: Train on LLM-transformed data

Goal – replicate the diversity of 
pretraining 
• Vary content (topics) 
• Vary style (how it’s presented) 
• Data diversity for generalization

LMaug 

{ …

{

{ 
Autoregressive LM

…
{



Updating knowledge with synthetic data

• Can significantly boost closed-book QA performance with synthetic data



Reading comprehension = comprehend a passage of text and answer questions about its 
content	 (P, Q)	  A
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Tesla was the fourth of five children. He had an older brother 

named Dane and three sisters, Milka, Angelina and Marica. Dane 

was killed in a horse-riding accident when Nikola was five. In 1861, 

Tesla attended the "Lower" or "Primary" School in Smiljan where he 

studied German, arithmetic, and religion. In 1862, the Tesla family 

moved to Gospić, Austrian Empire, where Tesla's father worked as a 

pastor. Nikola completed "Lower" or "Primary" School, followed by 

the "Lower Real Gymnasium" or "Normal School."

Q: What language did Tesla study while in school?  
A: German

Open book QA - Reading comprehension



Why do we care about this problem?
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• Useful for many practical applications 

• Reading comprehension is an important testbed for evaluating how well computer systems understand 	
human language 

• Wendy Lehnert 1977: “Since questions can be devised to query any aspect of text comprehension, 	
the ability to answer questions is the strongest possible demonstration of understanding.” 

• Many other NLP tasks can be reduced to a reading comprehension problem:

Information extraction 
(Barack Obama, educated_at, ?)

Question: Where did Barack Obama graduate from? 

Passage: Obama was born in Honolulu, Hawaii. After 
graduating from Columbia University in 1983, he 
worked as a community organizer in Chicago.

(Levy et al., 2017)

Semantic role labeling

(He et al., 2015)



Reading comprehension – span based

Archetypical reading comprehension dataset -- SQuAD

Major focus of Q&A and research for many years..



Question answering datasets

• TriviaQA: Questions and answers by trivia enthusiasts. Independently collected web 
paragraphs that contain the answer and seem to discuss question, but no human 
verification that paragraph supports answer to question. 

• Natural Questions: Question drawn from frequently asked Google search questions. 	
Answers from Wikipedia paragraphs. Answer can be substring, yes, no, or 
NOT_PRESENT.  Verified by human annotation. 

• HotpotQA: Constructed questions to be answered from the whole of Wikipedia 
which involve getting information from two pages to answer a multistep query: 
Q: Which novel by the author of “Armada” will be adapted as a feature film by Steven 

Spielberg? A: Ready Player One
32



Open-domain question answering
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•Different from reading comprehension, we don’t assume a given passage. 

•Instead, we only have access to a large collection of documents (e.g., 
Wikipedia). We don’t know where the answer is located, and the goal is to return 
the answer for any open-domain questions. 

•Much more challenging and a more practical problem! 

•In contrast to closed-domain systems that deal with questions under a specific 
domain (medicine, technical support).

Answer (A)Question (Q)



Retrieval augmentation
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Document 
Reader

Document 
Retriever

833,500

https://github.com/facebookresearch/DrQA

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions

How many of Warsaw's inhabitants 
spoke Polish in 1933?



Using retrieval to overcome LMs’ shortcomings

•Instead of asking the LM to memorize everything, can we provide the LM with relevant 
and useful content just-in-time? 

•Retrieval /  search is a common mechanism for identifying such relevant information. 

• Dynamic: it’s easy to update /  add documents to your retrieval system 
• Interpretable: LM can generate pointers to retrieved documents that support human 

verification of its generations (citations)



Retriever-reader framework

36Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions

•Input: a large collection of documents 𝒟 = 𝐷1, 𝐷2, … , 𝐷𝑁 and Q 

•Output: an answer string A

K is pre-defined (e.g., 100) 
A reading comprehension problem!

•Retriever:	 𝑓(𝒟, 𝑄) ⟶  𝑃1, … , 𝑃𝐾

•Reader: 𝑔(𝑄, {𝑃1, … , 𝑃𝐾 }) ⟶  𝐴

•Retriever = A standard TF-IDF information-retrieval sparse model (a fixed module) 

•Reader = a neural reading comprehension model that we just learned 

•Could be Trained on SQuAD and other distantly-supervised QA datasets 

•Or a zero-shot LLM (ChatGPT etc)

Next lecture!



Retrieval-augmented Generation (RAG)

[Patrick+ 2021]

• RAG system is very powerful! 

• Core components: Query Encoder, Retriever, Generator 
• See also works like REALM, DPR, ORQA etc..



Retrieval-augmented Generation (RAG)

- Query encoder: 
- Transforms the input query into a dense vector representation. 
- Captures the semantic meaning of the query, making it easier to match with relevant documents in the 

knowledge base. 

- In the encoder , the query  is encoded to the representation  𝑞( ∙ ) 𝑥 𝐪(𝑥)



Retrieval-augmented Generation (RAG)

- Retriever: 
- Searches for relevant documents or passages in the knowledge base using the encoded query vector. 
- Retrieves the most top-k relevant relevant pieces of information that can help generate an accurate 

response. 

- The retriever  maps the encoded query  to the documents , and then returns the top-  

documents.

𝑝𝜂( ∙ ) 𝐪(𝑥) 𝑧 𝑘

Maximum inner product search (MIPS)



Retrieval-augmented Generation (RAG)

- Dense passage retriever (DPR) 

Maximum inner product search (MIPS)

Next lecture!



Retrieval-augmented Generation (RAG)

- Generator: 
- Generates the final response using the retrieved documents and the original query. 
- The generator  receives the concatenated query and document, respectively.
- Then, the generator produces the answers based on the concatenated query. 
- BART is used [Patrick+ 2021] 

𝑝𝜃( ∙ )



Retrieval-augmented Generation (RAG)

document weights from the retriever

token generation



Retrieval-augmented Generation (RAG)

- Overall, fine-tune the pre-trained retriever (query encoder+document index) and the pre-trained 
seq2seq generator in end-to-end manner.



Retrieval-augmented Generation (RAG)


